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Abstract—In this paper, a new heuristic method to minimize 

multiple-valued logic (MVL) functions and its implementation results 

will be introduced. The motivation for this work has been to develop 

a light weight MVL minimization algorithm which is simpler than 

existing algorithms so that it can serve as a basis for the 

future work. MVL-MIN is designed and implemented from scratch 

and it is compared with MVSIS. MVSIS is a MVL minimization 

program developed by the Electronic Systems Design group at 

Berkeley. The advantages of the new algorithm include a new cube 

calculus based technique for detecting and eliminating the totally 

redundant prime implicants. A comparison with MVSIS approved 

that the proposed algorithm is able to solve all test files within 

a fixed allocation of computer resources. Since conventional 

testbenches are fairly small, we generated 3 sets of testbench in blif-

mv format. Each set includes 8 multiple-valued logic functions. 

MVL-MIN is able to solve all test-benches about 5 times faster 

than MVSIS on average. 

 

Keywords—Multiple-valued logic, multiple-valued logic 

minimization, cube calculus, heuristic minimization.  

I. INTRODUCTION 

HE performance of binary logic is limited due to high 

number of interconnections, which occupy a large area 

on an integrated circuit. More than half of the chip area is 

devoted to wires [1, 2]. As a result, researchers are looking for 

a way to reduce it. One can achieve a more cost-effective way 

of utilizing interconnections by using a larger set of signals 

over the same area in MVL. Using fewer wires to transmit 

multi discrete values allows denser information content per 

interconnection and thus results in a circuit with fewer 

conductors than the binary-valued counterpart [3, 4]. For 

example, in the case of 4-valued logic, half of the wire space 

is saved [5]. 

In modern VLSI technology, the chip size and performance 

are closely related to the number of wires, pins, etc. In 

principle, MVL can provide high data processing capability 

per unit chip area, and decrease the connection between circuit 

units. 

Since 1970s, the Complementary Metal-Oxide Semi-con-

ductor (CMOS) has been the main technology for imple-

menting dense and energy-efficient VLSI circuits. However, 

the general trend of reducing the size of CMOS (Comple-

mentary Metal-Oxide-Semiconductor) technology in nano- 

scale has confronted many difficulties. The main obstacles 
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include very high leakage currents, high power density, para-

sitic effects, and restriction of routing and placement processes 

[6, 7, 8]. Thus, many nano-scale technologies such as Quan-

tum-dot Cellular Automata (QCA) [9], Single Electron 

Transistor (SET) [10], and CNTFET [11] have been 

introduced to overcome these challenges. Among them, 

CNTFET is the most promising candidate to be a successor to 

the CMOS technology in the near future [12]. Several 

arithmetic MVL circuits have been proposed [13, 14]. In 2006, 

IBM demonstrated the first IC built using SWCNTs [15]. 

Then, a decoder, a sensor interface circuit, stand-alone circuit 

elements such as half-adder sum generators, D-latches and 

memory (SRAM) cells have been fabricated [16, 17, 18, 19, 

20, 21, 22]. In 2008, Cao et al. [23] announced that they made 

medium size IC using CNTFETs. Recently, Shulaker et al. 

[24] fabricated first CNT computer entirely using CNTFETs. 

The minimization of logic expressions is an important step 

in modern circuit design. Unfortunately, since the MVL 

functions have more literals to deal with, the designing MVL 

devices is more complicated than those of their binary 

counterparts [25]. 

In logic design, the most common optimization metric is the 

number of terms in the logic expression, which is easily 

calculated during the minimization phase. The correlation 

between the number of terms and chip area is very high in the 

binary case, i.e. it is a good estimate. 

Due to the exponential nature of finding the optimal cover, 

the state-of-the-art optimization algorithms can only handle 

functions that have a limited number of terms. Therefore, most 

of the tools rely on heuristic minimization methods such as 

MVSIS [26]. In the literature, there are several methodologies 

reported for the synthesis of MVL functions, such as direct-

cover-based approaches [27, 28], network learning via local 

search methods [29, 30], genetic algorithms [31, 32, 33], and 

artificial intelligence methods [34]. 

The organization of the paper is as follows: Section 2 

covers the background of the study and the terminology. Then, 

section 3 briefly explains the “Cube Calculus Operators” 

which are used to find the prime cover. Section 4 describes 

our MVL heuristic minimization algorithm MVL-MIN, and 

presents an example. Finally, Section 5 concludes the paper 

and gives future applications. 

II. BACKGROUND 

To be consistent with the literature we want to give 

definitions and algebraic procedures in this section. For 
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simplicity and formality of the explanations in this study the 

following notation is used. 

A. Definitions 

 Let Son, Soff , Sdc, Snow, Spc be the set of on-cubes, the set 

of off-cubes, the set of “don‟t-care” cubes, uncovered 

part of Son set, and the prime cover set respectively 

[35]. 

  Let X1, X2, …, Xn be multiple-valued variables such 

that each variable Xi can take values from a certain 

finite discrete set Vi (Vi ={0,1,…,    }). A literal Xi
Si

 of 

variable Xi represents a characteristic function of subset 

Si of Vi, that is, the literals value is „1‟ for symbols from 

this subset. A multiple-valued dont‟care is depicted as 

Xi
Vi 

or Xi
*
. 

 Let X, be an n-dimensional cube which X = 

Xn-1Xn-2…X0 where Xi‟s are multiple-valued variables. 

 Prime cube: cube X is prime if there is no other 

cube Z such that Z ⊃ X. 

 Let f be an n-input 1-output multiple-valued function. 

We can show the MV function as a mapping: f(X0, 

X1,..., Xn-1):     
   Vi   {0, 1, ∗} where Vi is the radix of 

ith variable. When all radixes are same (V = Vi; for all 

i), 

multiple-valued mapping will be simplified, f :        

{0, 1, ∗}. 

 Cover: a set of cubes which together cover every 

element of the set Son. 

 Prime Cover: a cover in which all cubes are prime. 

The goal of multiple-valued logic minimization is to find 

an optimal prime cover for a given function 

III. CUBE CALCULUS 

In this section, we are going to explain the cube operations 

which are needed for the minimization algorithm [36]. 

The cube calculus operators in the study of Marek et. al which 

use positional notation. Thus handling these operators are 

more complex than what we introduce here.  

A.  Expansion Operator - ̂ 

This operator is the first operator to find local primes 

of a given on-set cube. The expansion operator requires two 

operands: The first parameter is a cube from the set Snow, A 2 

Snow, which is used as the expander for the second operand 

which comes from Soff set.  

Let A =     
         

       
  

 be an n-coordinate expander 

cube, and let B =     
         

       
  

 be the expandee cube 

where A   Snow; B   Soff respectively. The expansion operator 

produces a new cube C =    
         

       
  , where C =  ̂(A, B) 

as follows: 

 
The special character s is for coordinates which we 

need to use in the „non-disjoint sharp operator.‟ The byproduct 

set holds the cubes that are produced by the expansion 

operators. Here we can express this set as SB = {C|C =  ̂(A, B), 

A   Snow, B   Soff}. 

B. Elimination Operator – ̂ 

This operator processes the byproduct set SB which is 

produced by the expansion operator. Elimination is used to 

remove the non-maximal cubes from the byproduct set, 

because these are not necessary for finding primes. 

Let A and B be two cubes where A, B   SB. This 

operator works based on the following rules: 

 
The work of this procedure can be expressed as follows. 

This operator takes two elements –A, B- as parameters and 

does the following: 

 If A is non-maximal cube then  ̂ (A, B) = {A}, 

 If B eliminates A then   ̂ (A, B) = {B}, 

 If neither A nor B is eliminated then  ̂(A, B) = {A, B}. 

C.  Non-disjoint Sharp Operator – ̂ 

This MVL operator is introduced in [36] as well. For 

computing local primes, this process is the final procedure. 

After eliminating the weak elements by using the X operator, 

the cubes remained in SB set are going to be trimmed. The 

sharp procedure starts with using a full-cube which is a cube 

where all coordinates are assigned to “don‟t care”,   
    
∗      

∗    
∗. A trimmig can be done on any coordinate of 

the cube F, if that coordinate is not assigned “don‟t care”. 
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IV. MVL-MIN MINIMIZATION ALGORITHM 

Due to high complexity of the existing direct-cover 

minimization methods may be avoided by using the above-

mentioned proposition that suggests to expand of cubes Soff 

instead of all possible expanding of the on-set cube, for which 

it is necessary to obtain the complete sets of prime implicants. 

This can be done by applying the algorithm 1 for a single 

output logic function as follows. 

V. DATA SETS AND TESTING 

A. Blif-MV Format 

An MV function can be expressed as a netlist of MV-nodes. 

An MV-network is a network of nodes; each node represents 

an MV-relation with a single multiple-valued output. Here we 

use a subset of the “blif-MV” format that is used to specify 

MVL functions [37]. blif-MV format is a standart by the 

Verilog to blif-MV (vl2mv) tool. After a design specification is 

read, it is converted into an MV-network, a design represen-

tation used within MVL-MIN. 

blif-MV is a file format designed for describing hierarchical 

symbolic sequential MV systems. A system can be composed 

of interacting sequential subsystems. 

 
Fig. 1: Run time comparison of MVSIS and MVL-MIN on the first 

dataset 

A multiple-valued logic can be expressed with four basic 

primitives: multiple-valued variables, tables, wires and 

latches. A MV-variable takes values from some finite domain. 

A relation defined over a set of variables is represented by a 

table. The variables of a table are divided into inputs and 

outputs. Wires are used connection among tables. A latch is a 

memory unit saves the value of the input wire, and transfers 

the values to the output [2]. 

 
Fig. 2: The Structure of Data Sets 

Due to small size of conventional testbenches, we generated 

3 sets, each includes 8 multiple-valued logic functions in MV-

blif format. The numbers of input variable in Datasets are 

ranging from 4 to 12. Nomenclature of data file names are 

based on input variable count and domain of a variable. For 

example the file names have the form MV-g-v-r, where g is 

the group number, v is the MV variable count and r is the 

domain of a variable. MVL functions in the first benchmark 

group consists of %50 Son cubes and %50 Soff cubes. The 

distribution of the second group test files are %66 Son, %34 

Soff. 

 
Fig. 3: Run time comparison of MVSIS and MVL-MIN on the 

second dataset 

 
Fig. 4: Run time comparison of MVSIS and MVL-MIN on the third 

dataset 

The third group is constructed evenly su%33 Son, %33 Soff 

and %34 Sdc. The fig. 1 depicts the features of the data sets. 
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MVL-MIN achieved around 5x speedup over MVSIS. A 

comparison with MVSIS shows that the proposed algorithm is 

able to solve all test files within a fixed allocation of computer 

resources.  

VI. RESULTS AND FUTURE APPLICATIONS 

A heuristic Multiple-valued logic function simplification 

algorithm has been introduced. This algorithm uses MV cube 

calculus operations which are “expansion,” “elimination,” and 

“Non-Disjoint Sharp.”  

This can be adapted into the Verification Interacting with 

Synthesis (VIS), which is a research tool. This application 

operates on MVL networks as well [38]. Otherwise a new 

MVL synthesis tool can be compiled by integrating our tool 

with “vl2mv” and a place and route program, such as ODIN 

[39]. 

Marek et. al. accelerated MVL operations on GPUs and on 

FPGAs [namely cube calculus machine]. We want to compare 

our algorithm with others but since most of them are using AI, 

they can only handle limited MVL functions (usually 2-3 MV 

variable input). The columns labeled as s(Son) and s(Soff) 

depicts the number of the cubes in Son and Soff respectively.

 
TABLE I 

TIMING RESULTS OF MVSIS AND MVL-MIN ON BENCHMARK SET 1 

 
 

TABLE II 

TIMING RESULTS OF MVSIS AND MVL-MIN ON BENCHMARK SET 2 

 

TABLE III 

TIMING RESULTS OF MVSIS AND MVL-MIN ON BENCHMARK SET 3 
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