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Abstract:  A growing community represents the field of learning sciences internationally. Many experts now 

recognize that conventional ways of conceiving knowledge, educational systems and technology-mediated 

learning are facing increasing challenges in this time of rapid technological and social changes. Since 

beginning of last decade, Artificial Neural Networks (ANNS) models have been adopted to investigate 

systematically critical and challenging educational phenomena. Specifically, this piece of research deals with 

conceptual analysis and evaluation of quantified learning creativity as an interesting educational phenomenon.   

In other words, quantitative assessment of learning creativity phenomenon is a rather critical and challenging 

issue. More precisely, the presented piece of research adopted systematic quantified Investigation of learning 

creativity phenomenon as an interesting and challenging educational issue. It introduces a novel 

interdisciplinary approach integrating educational sciences with brain functional modeling across computer 

simulation of (ANNs), that supported by practical educational field (case study) results. In more details, by 

adopting realistic ANNs simulation and modeling to quantify learning creativity. Optimal selectivity for values 

of gain factor, learning rate parameters and number of neurons contributing to learning process are relevant 

in improving observed quantified learning creativity phenomenon. Interestingly, obtained presented results 

herein seemed   to be valuable and promising for future more elaborate and systematic research in learning 

creativity as well as other educational phenomena.   

Keywords: Artificial neural networks, Brain functional modeling, Computer aided learning, learning 

creativity phenomenon 

1. Introduction 

       This research work addresses quantified Investigation of an interesting and challenging issue namely 

learning creativity phenomenon. It introduces an interdisciplinary novel approach associated with 

educational sciences:  simulation computer simulation of brain functions and practical field (case study) 

results. Realistic simulation for quantifying, learning creativity is suggested by adopting Artificial Neural 

Networks (ANNs) modeling. optimal selectivity for values of gain factor, learning rate parameters, and/or 

number of neurons are relevant for improvement of quantified learning creativity phenomenon. This 

phenomenon considered as an interdisciplinary issue associated with educational field applications and 

activities. Accordingly, for long time ago and till recently, educationalists as well as psychologists have 

been cooperatively interesting in systematic searching for quantifying, evaluation, and improvement of that 

issue. Accordingly, interdisciplinary research work integrating: cognitive and learning sciences, with 

educational psychology and neurobiology is adopted for quantifying learning creativity phenomenon. This 

piece of research introduces an interdisciplinary novel approach concerned with evaluation of that 

interesting issue. Herein, realistically, quantified learning creativity is simulated using (ANNs) modeling. 

More specifically, presented modeling considers statistically time dependent improvement of learners' 

achievements (learning convergence time). This work motivated by the interesting interdisciplinary 

research direction integrating educational sciences with brain functional modeling across computer 

simulation of Artificial Neural Networks (ANNs), that's shown at next subsection as follows. 
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1.1 Motivation of Creativity Research 

          It is referred to the WHITE HOUSE REPORT in 1989; it has been announced in U.S.A. that decade 

(1990-2000) is named as Decade of the brain [1]. Furthermore, the overwhelming majority of 

neuroscientists have adopted the concept which suggests that huge number of neurons in addition to their 

synaptic interconnections constituting the central nervous system with its synaptic connectivity performing 

dominant roles for learning processes in mammals besides human [2]. More specifically, this motivation is 

supported by what revealed by National Institutes of Health (NIH) in USA that children in elementary 

school, may be qualified to learn "basic building blocks" of cognition and that after about 11 years of age, 

children take these building blocks and use them [3][4]. The extremely composite biological structure of 

human brain results in everyday behavioral learning brain functions. At the educational field, it is 

observable that learning process performed by the human brain is affected by the simple neuronal 

performance mechanism [5]. In this context, neurological researchers have recently revealed their findings 

about increasingly common and sophisticated role of Artificial neural networks (ANNs). Mainly, this role 

has been applied for systematic and realistic modeling of essential brain functions (learning and memory) 

[6]. Accordingly, neural network theorists as well as neurobiologists and educationalists have focused their 

attention on making interdisciplinary contributions to investigate observed educational phenomena 

associated with brain functional performance such as optimality of learning processes [7][8]. 

1.2 Creativity Simulation  

        Realistic simulation of quantifying learning creativity is suggested by adopting Artificial Neural 

Networks (ANNs) modeling considering error correction(supervised) paradigm. Moreover, this piece of 

research considers statistically the time dependent improvement of learners' achievements (learning 

convergence time).  Mainly two design parameters of ANNs proposed for measuring such time 

improvement of learning creativity. Both parameters are: gain factor (of neuronal sigmoid activation 

function), and learning rate value. They have effective impact on learning creativity via dynamical synaptic 

connectivity (brain Plasticity). By either increasing of neurons' number contributing in learning processes 

or ANNs design parameters. Conclusively, optimal selectivity for values of gain factor, learning rate 

parameters, and/or number of neurons are relevant for improvement of quantified learning creativity 

phenomenon. Herein, the introduced research mainly concerned with learning creativity evaluation using 

realistic neural system models. Specifically, it considers learners' response time during interactive CAL 

processes. That is measured as average learning convergence time after obtaining results from a case study 

and running of a computer simulation program.  Interestingly, some conclusive remarks are presented after 

analysis of obtained results.  The introduced results seemed very valuable and more promising for future 

elaborate and systematic research in learning creativity phenomenon. This work motivated by the 

interesting interdisciplinary research direction integrating educational sciences with brain functional 

modeling across computer simulation of Artificial Neural Networks (ANNs). Learning creativity 

phenomenon is a challenging and interesting issue associated with educational field applications and 

activities [9][10]. So, for long time ago and till recently, educationalists as well as psychologists have been 

cooperatively interesting in systematic searching for quantifying, evaluation, and improvement of that 

issue. Accordingly, interdisciplinary research work integrating: cognitive and learning sciences, with 

educational psychology and neurobiology is adopted for quantifying learning creativity phenomenon 

[11][12]. This piece of research   introduces an interdisciplinary novel approach concerned with evaluation 

of that interesting issue. Herein, realistically, quantified learning creativity is simulated using (ANNs) 

modeling. More specifically, presented modeling considers statistically time  dependant improvement of 

learners' achievements (learning convergence time) [13][14]. Realistic simulation of quantifying learning 

creativity is suggested by adopting Artificial Neural Networks (ANNs) modeling considering error 

correction(supervised) paradigm. Moreover, this piece of research considers statistically the time dependent 

improvement of learners' achievements (learning convergence time).  Mainly two design parameters of 

ANNs proposed for measuring such time improvement of learning creativity. Both parameters are: gain 

factor (of neuronal sigmoid activation function), and learning rate value. They have effective impact on 

learning creativity via dynamical synaptic connectivity (brain Plasticity). By either increasing of neurons' 

number contributing in learning processes or ANNs design parameters. Conclusively, optimal selectivity 

for values of gain factor , learning rate parameters , and/or number of neurons are relevant for improvement 

of quantified  learning creativity phenomenon. Herein, the introduced research concerned mainly with 
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learning creativity evaluation by application of realistic neural system modeling. Specifically, it considers 

learners' response time during interactive CAL processes. That is measured as average learning 

convergence time after obtaining results from a case study and running of a computer simulation program. 

At next section, some clarifications for the relation between learning creativity and brain functions are 

introduced. The rest of this paper is   organized as follows. At section 3, the basic of teaching/learning 

modeling, and its relation with ANN learning paradigms are presented respectively, at two subsections 

(3.1&3.2). The basic generalized view for interactive teaching/learning processes is given at subsection 3.1.  

Additionally, at subsection 3.2, concepts for modeling learning phenomenon using ANN are presented.  At 

the fourth subsect5ion, the obtained learning results (outcomes) have been presented regarding brain’s 

creative performance based on the neurons’ number contributing the learning process. These results 

considered the natural noisy learning environment, in addition to the effect of design ANN parameters on 

learning performance are Finally, at the last fifth section, some conclusive remarks are introduced. 

2. Creativity And Brain Functions   

        This section is dedicated to introduce a general clarification about what is meant by creativity and its 

close relation with human brain.  Interestingly, by referring to the Three Ring Conception of Giftedness 

that is displayed in Fig.2.1, This Three Ring Conception of Giftedness (Renzulli,) suggests that giftedness 

involves an interaction between three basic sets of human traits — above average ability, creativity and 

task commitment — which, like three overlapping rings, create a common area where the most gifted 

behavior [15]. According to recently published article by Dr.Linda Karges-Bone,[14],it is announced that 

"creativity is the spark that never burns out". Functionally, true creativity is defined to have a goal, a 

purpose, and an outcome [16]. Both declared evidences are well supported by more recent research results 

suggests that fresh neurons arise in the adult brain every day and that the cells ultimately help with learning 

complex tasks—and the more they are challenged, the more they flourish [17].By more details, thousands 

of new cells are generated in the adult brain every day, particularly in the hippocampus, a structure involved 

in learning and memory. Moreover, during a period of two weeks, most of those newborn neurons will die, 

unless the animal is challenged to learn something new that is a learning task. In other words, by more 

neural interconnections learning creativity emerges. That is resulting in more extended brain capacity for 

neural plasticity over time, [18] Recently, some research papers are published describing quantifying of 

main brain functional phenomena (learning and memory)[19-24]. Moreover, researchers need essentially 

to know how neurons synapses inside the brain are interconnected together and communication between 

brain regions,[3][4].  In more details, at any instant brain state (synaptic weight pattern) in neural systems 

leads to some expected spontaneous behavioral response to any of external stimuli. So, dynamically 

changes of weight synaptic pattern (vector) measures the learning convergence process in consequence with 

internal / stored level of intelligence. Consequently, the initial brain state of synaptic connectivity pattern 

considered as pre-intelligent creativity parameter. Furthermore, to the above clarifications about function 

of neurons at hippocampus brain area, interesting analysis for the effect of brain Glial cells on learning 

performance (convergence time factor) is shown at Fig.1, in below. It illustrates   mutual inter-

communication among Glial cells and typical neuronal brain cells. Noticeably, increasing of synaptic 

connectivity value is measured as ratio between number of Glial cells versus number of typical neurons. 

This ratio leads to improvement of learning performance time factor [21] that considered as number of 

training cycles. For more details, it is referred to [2], and other references therein is recommended.  
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                          Fig.1 Three-Ring Conception of Giftedness, adapted from [‘15] 

 

Fig.2 Illustrates the relation between number of training cycles during learning process and the synaptic 

connectivity (weights) values, adapted from [22]). 

3. Basic Interactive Leaning / Teaching Model 

     Referring to Fig.3 and Fih,4. shown in below, adopted interdisciplinary approach concerned with 

learning creativity phenomenon is illustrated. Detailed illustrations for both figures have been illustrated at 

subsections (3.1&3.2) respectively.as follows:  

1.3 General View for Interactive Educational Process    
   Fig.3, an interactive teaching model through stimulating signals (by CAL packages) is well qualified in 

performing simulation of human brain and /or cognitive  functions. at that Figure, Inputs to the neural 

network learning model are provided by In environmental stimuli (unsupervised learning). The correction 

signal for the case of learning with a teacher is given by responses outputs of the model will be evaluated 

by either the environmental conditions (unsupervised learning) or by the teacher. Finally, the tutor plays a 

role in improving the input data (stimulating learning pattern), by reducing noise and redundancy of model 

pattern input. That is according to tutor’s experience, he provides the model with clear data by maximizing 

its signal to noise ratio.   
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Fig.3.  Illustrates a general view for interactive educational process, adapted from [7]. 

3.2 ANN Modeling Concepts of Learning Phenomenon Analysis 

In Fig. 3, generally simulates two diverse learning paradigms. It presents realistically both paradigms: 

by interactive learning / teaching process, as well as other self-organized (autonomous) learning By some 

details, firstly is concerned with classical (supervised by tutor) learning observed at our classrooms (face 

to face tutoring) . Accordingly, this paradigm proceeds interactively via bidirectional communication process 

between teacher and his learner(s)]. However, secondly other learning paradigm performs self-organized 

(autonomously unsupervised) tutoring process[14]. 

 

Fig.4: Generalized ANN block diagram simulating two diverse learning paradigms ,adapted from [7]. 

    The mathematical formulation of the Generalized ANN Learning / Teaching Model given at Fig. 2 is 

given as follows.  The error vector )(ne at any time instant (n) observed during learning processes is given 

by: 

 

)(-)()( ndnyne                                   (1) 

 

Where )(ne ..... is the error correcting vector that adaptively controls the learning process, 

 )(ny …........… is the output obtained signal vector from ANN model, and  

  ……  is the desired numeric signal vector.  

Moreover, the following four equations are deduced:  
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Where X is input vector and W is the weight vector.  is the activation function. Y is the output. ek  is the 

error value and dk is the desired output. Note that Wkj (n) is the dynamical change of weight vector value. 

Above four equations are commonly applied for both learning paradigms: supervised (interactive learning 

with a tutor), and unsupervised (learning though student’s self-study). The dynamical changes of weight 

vector value specifically for supervised phase is given by: 

                

)()()( kkj nXnenW j  

                               

(6) 

Where  is the learning rate value during the learning process for both learning paradigms. At this case of 

supervised learning, instructor shapes child’s behavior by positive/ negative reinforcement Also, Teacher 

presents the information and then students demonstrate that they understand the material.  At the end of this 

learning paradigm, assessment of students’ achievement is obtained primarily through testing results.  

However, for unsupervised paradigm, dynamical change of weight vector value is given by:   

                )()()( kkj nXnYnW j                         

(7) 

Noting that ek(n) equation (6) is substituted by yk(n) at any arbitrary time instant (n) during the interactive 

learning process. Referring to Fig.1, the correction signal which provided by a teacher  should take into 

consideration  the noisy environmental  level inside classrooms(such as noisy crowdedness appears as 

CPE). In other words, that level is quantitatively measured as signal to noise (S/N) ratio or equivalently the 

additive noise power ( ) to the ideally sensory clear signal. Consequently, the response time response 

measured by number of training cycles (n) { as defined at the subsection in the above (B) by the two 

equations (6)&(7)}. Noting value of (n) should have been increased until reaching learning convergence 

instant, when   

0)(kj  nW                 (8)  

That above condition given by equation (8), could be fulfilled only if the desired output learning has been 

obtained after some number of training cycles (response time) in fulfillment of the two equations (6) & (7). 

4. Results 

4.1   Effect of Noisy Environment on Creative Learning   

          Naturally, ideal (noiseless) learning environment is not available in practice. Usually, it 

environmental learning data is vulnerable to contaminations by either external or internal noisy conditions.  

So, creative individuals are more capable to be adaptive with environmental noise,[2]. In other words, 

creative brains are more experienced in building up adaptive connections with noisy data through extended 

brain capacity [10]     Obtained results for optical character recognition under different noise levels are 

given in a tabulated form as in (Table 1). Noting that, noise effect is measured by signal to noise ratio value 

(S/N) versus the number of training cycles (T). Conclusively, an interesting remark observed considering 

relation between number of training cycles values and noisy environmental data for the 

cognitive(unsupervised) learning. That is convergence time cycle(s) (T), of learning process is inversely 

proportional to signal to noise ratio value(s) , (S/N). 
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TABLE 1: Relation between S/N power ratio, noise power, and learning response time 

Signal to noise power 

ratio 
5 10 20 

Noise power  at 

learning  environment   
0.2 0.1 0.05 

Learning response 

Time (T) 
85 62 47 

4.2    Effect of CAI Packages' Application Of On Learners' Response Time (Case Study) 

     Performance evaluation of Educational systems are adopted mainly  by using  two measurable  learning 

parameters .Namely, both measured parameters are  -on the average- learning convergence (response) time 

and  learners' achievements(marks). Herein, error correcting learning paradigm is suggested to simulate the 

learning principle under supervision with a teacher in nature learning processes observed to converge to 

some output response value(s) after some number of training cycles. For any case this number observed to 

differ in a diverse manner following different learning abilities of individuals (students). The application of 

CAL packages results on improvement of learners' response time as shown at Fig.5. 

 

Fig. 5 The effect of suggested CAL package on students' Learning convergence (Response) time (adapted from 

[13]) 

4.3    Effect of Learning Rate Values On Learners’ Convergence Time 

Referring to Fig.4 given in the above, it is worthy note that statistical variations for number of 

occurrences observed to have approximately bell shape performance versus different values of learning 

response time (iteration cycles). In other words, the resulting values distribution having a bell form shape 

seemed to be similar to Gaussian (normal) distribution. Referring to above obtained output results, values 

corresponding to the learning rate values (0.4,0.3,0.2, 0.1). are given respectively. as (13, 17, 27, 55) cycles 

on the average for learning convergence (response) time. Conclusively, convergence time (number of 

training cycles) is inversely proportional to the corresponding learning rate values. 

4.4 Effect of Gain Factor Values on Learners’ Convergence Time 

     The obtained results for various gain factor values are comprehensively shown in below at Figure 6. (in 

a statistical graphical form) 
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Fig.6. Illustrates improvement of average response time (no. of training cycles) by increase of the gain factor 

values 

    The above results illustrate gain factor effect on improving the value of time response measured after 

learning process convergence, [10].  These four graphs at Fig.6 are concerned with the improvement of the 

learning parameter response time (number of training cycles). That improvement observed by increasing 

of gain factor values (0.5, 1, 10, and 20) that corresponds to decreasing respectively number of training 

cycles by values (10,7.7,5, and3) cycles, (on approximate averages). Conclusively, learning creativity is 

virtually improved by such increase of gain factor values. 

4.5     Effect of Neurons' Number on Learning Creativity 

       Referring to Fig. 7 given in below, as the number of neurons contributing to learning process increases, 

the better learning creativity obtained. These results seem consistent well with above obtained results shown 

at Fig.5. 

 

Fig.7 Illustrates the performance of error correction algorithm versus learning convergence time for different 

learning rate values. 

Learning Rate = 0.1 

 

Learning Rate = 0.05 

Learning Rate = 0.3 
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4.6   Comparing of Above Two ANN's Design Parameters  

 

Fig.8. Illustrates the statistical distribution of learning convergence time for learning rate value =0.1, gain factor 

value=0.5. 

 

Fig.9    : Illustrates the statistical  distribution  of  learning  convergence  time  for  learning  rate  value =0.1, 

gain factor value  =1. 

 

Fig.10:  Illustrates the statistical distribution of learning convergence time for learning rate value  =0.2, gain 

factor value =0.5. 
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Fig.11 : Illustrates the statistical distribution of learning convergence time for learning rate value =0.6, gain 

factor value =0.5. 

4.7   Comparison samples for two modeling deign parameter presented as follows:  

1- Firstly, two samples are given at (Fig.8), and (Fig. 9). These two figures are concerned with the 

improvement of the learning parameter response time (number of training cycles), observed by increasing 

of gain factor (from 0.5 to 1), for fixed learning rate value (0.1). Respectively, the number of training cycles 

decreased approximately -on the average- (from 80 to 30) cycles. Both figures indicate gain factor effect 

on improving time response values measured (after learning process convergence). 

2- Secondly, other two samples are shown  at  (Fig.10), and (Fig.11) .Both figures consider changes of 

learning rate parameter (for fixed gain factor value (0.5)). By some details, as the value of learning rate 

parameter increases from 0.2 (Fig.10), to 0.6 (Fig.11), the average (normalized) number of training cycles, 

decreases approximately (on the average), (from 38 to 12) cycles. 

4.8    Effect of neurons' number on time response  

      The following simulation results show how the number of neurons may affect the time response 

performance. Those graphical presented results show that by changing number of neural cells (14 ,11 ,7 ,5, 

and 3); during interaction of students with e-learning environment, the performance observed to be 

improved by increase of number of neuronal cells (neurons). That is shown at figures (12, and 13) 

respectively; for fixed Learning rate = 0.1 and gain factor = 0.5. 

 

 

Fig. 12: Illustrate time response performance with #neurons = 14 (left) and with #neurons =11 (right). 
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Fig. 13: Illustrate time response performance with #neurons = 7 (left), with #neurons = 5 (middle) and /with 

#neurons = 3 

5. Conclusions 

      The two design parameters for ANNs modeling (Learning rate, and Gain Factor) in addition to number 

of neurons, all are considered for quantifying learning creativity. In more details, optimal selectivity for 

values of gain factor, learning rate parameters , and/or number of neurons are relevant for improvement of 

quantified  learning creativity phenomenon. Conclusively, evaluation and assessment of individual 

differences phenomena is very interesting for educational systems performance referring to main brain 

functions (learning and memory) . Accordingly, internal (intrinsic) brain state (synaptic connectivity) of 

students is highly effective on their learning creativity [26]. Recently, referring to [27], more elaborate 

application of ANN modeling has been introduced. That investigates systematically a real-world 

instructional problem associated with learning noisy environment, which agrees well with the context of 

this presented paper. 

6.  References   

[1] White House OSTP Issues Decade of the Brain Report, Maximizing Human Potential: 1990-2000.  

[2] Douglas, R. J., & Martin, K. A. C. (1991). Opening the gray box. Trends in Neurosciences, 14, 286–293. 

https://doi.org/10.1016/0166-2236(91)90139-L 

[3] Swaminathan, N 2007 " Cognitive Ability Mostly Developed Before Adolescence, NIH Study Says. NIH 

announces preliminary findings from an effort to create a database that charts healthy brain growth and 

behavior " Scientific American letter, May 18, 2007.  

[4] Swaminathan, N “How The Brain Maps Symbols To Numbers" Scientific American letter, October  31, 2007.  

[5] A. Borzenko "Neuron mechanism of human languages" Published in IJCNN'09 Proceedings of the 2009 

international joint conference on Neural Networks IEEE Press Piscataway, NJ, USA ©2009 ISBN: 978-1-

4244-3549-4. 

https://doi.org/10.1109/IJCNN.2009.5178578 

[6] H.M. Hassan ,A. Al-Hammadi, B.Michaelis" Evaluation of Memorization Brain Function Using a Spatio-

temporal Artificial Neural Network (ANN) Model" Published at CCCT 2007 conference held on  July12-15 

,2007 – Orlando, Florida, USA. 

[7] Mustafa, et. al. “On Assessment of Brain Function Adaptability in Open Learning Systems Using     Neural 

Networks Modeling (Cognitive Styles Approach)"  published   at  The IEEE International Conference on 

Communications and Information Technology ICCIT-2011,  held on  Mar 29, 2011 - Mar 31, 2011, Aqaba, 

Jordan. Published also at Journal of American Science, 2011: 7(4), http://www.americanscience.org. 

https://doi.org/10.1109/ICCITECHNOL.2011.5762686 

[8] H.M. Mustafa “Building up bridges for natural inspired computational models across behavioral brain 

functional phenomena; and open learning systems” A tutorial presented at the International Conference on 

Digital Information   and Communication Technology and its Applications (DICTAP2011) held from June 

21-23, 2011, at Universite de Bourgogne, Dijon, France. 

[9] H.M Hassan “Application of Neural Network Model for Analysis and Evaluation of Students' Individual 
Differences “Proceeding on the 1st ICEENG Conference (MTC) Cairo , Egypt , pp. 24-26 March 1998. 

https://doi.org/10.21608/iceeng.1998.60076 

[10] H.M. Hassan “Evaluation of Artificial Neural Network Modeling Considering Learning / Training 
Convergence Time” published at international conference of Electrical Engineering 24-26, Nov. 2004. 

N
o.

 o
f o

cc
ur

re
nc

es
 fo

r e
ac

h 

Ti
m

e 
R

es
po

ns
e 

N
o.

 o
f o

cc
ur

re
nc

es
 fo

r e
ac

h 

Ti
m

e 
R

es
po

ns
e 

N
o.

 o
f o

cc
ur

re
nc

es
 fo

r e
ac

h 

Ti
m

e 
R

es
po

ns
e 

No. of training cycles No. of training cycles No. of training cycles 

https://doi.org/10.17758/DIRPUB14.DiR0723420 44

https://doi.org/10.1016/0166-2236(91)90139-L
https://doi.org/10.1109/IJCNN.2009.5178578
https://doi.org/10.1109/IJCNN.2009.5178578
https://doi.org/10.1109/IJCNN.2009.5178578
https://doi.org/10.1109/ICCITECHNOL.2011.5762686
https://doi.org/10.1109/ICCITECHNOL.2011.5762686
https://doi.org/10.1109/ICCITECHNOL.2011.5762686
https://doi.org/10.1109/ICCITECHNOL.2011.5762686
http://www.americanscience.org/
https://doi.org/10.21608/iceeng.1998.60076
https://doi.org/10.21608/iceeng.1998.60076


[11] H.M. Hassan "On Quantifying Learning Creativity Using Artificial Neural Networks(A Mathematical 
Programming Approach) " published at CCCT 2007 , conference held on  July12-17, 2007 – Orlando, 
Florida, USA. 

[12] H.M. Hassan " On Quantifying Learning Creativity Using Artificial Neural Networks (A Nero-physiological 

Cognitive Approach)", published at National Conference on Applied Cognitive Psychology held on 29 –30 

November, 2007-Calcotta, India. 
[13] H. M. Hassan "Statistical Analysis of Individual Differences in Learning/Teaching Phenomenon Using 

Artificial Neural Networks ANNs Modeling."(With a Case Study) Published at ICCS 2005,14-15 Dec.2005, 
INDIA. 

[14] Linda Karges-Bone “Monthly Brain-Building Activities for May and June”. The New Day Magazine. 

Summer 2006.  

[15] Renzulli, J.S. (1998) The three-ring conception of giftedness. In: S.M. Baum, S.M. Reis & L.R. Maxfield, 

eds. Nurturing the gifts and talents of primary grade students. Mansfield Center, CT: Creative Learning 

Press, pp. 1-27. 

[16] National Advisory Report on Creativity (1999) www.ncation.org.uk 

https://doi.org/10.1038/scientificamerican0309-46 

[17] Tracey J. Shors How to Save New Brain Cellsin Scientific American Mind & Brain, February, 2009 

[18] Diamond, M. University of California http://www.musesmuse.com/art-graymatters.html 

[19] H. M. Hassan “On Quantitative Mathematical Evaluation of Long-Term Potentiation and Depression 

Phenomena Using Neural Network Modeling” published at SIMMOD 2005, 17-19 Jan.2005, pp 237-241. 

[20] H.M. Hassan, A. Al-Hammadi, B. Michaelis" Evaluation of Memorization Brain Function Using a Spatio-

temporal Artificial Neural Network (ANN) Model" Published at CCCT 2007 conference to held on July12-

15 ,2007 – Orlando, Florida, USA. 

[21] H.M. Hassan" On Simulation of Adaptive Learner Control Considering Students' Cognitive Styles Using 

Artificial Neural Networks (ANN)" Published at International Conference on Computation Intelligence for 

Modeling Control and Automation CIMCA) 2005, IEEE Press, Vienna, Austria, 28-30 November,2005.  

[22] H. M. Hassan "On Behavioral Dynamics Evaluation of Glial Cells Role in Comparison with Brain Neurons 

Functions Using Artificial Neural Networks."  (Conceptual view) Published at ICCS 2005 New Delhi ,India,  

14-15, Dec.2005. 

[23] R.D. Fields and B. Stevens-Graham Driving Mr. Albert,  A Trip across America with Einstein's Brain. Michael 
Paterniti. Delta, 2001. New Insights into Neuron-Glial Communication. in Science, Vol. 298, Pages 556-562; 
October 18 (2002). 
https://doi.org/10.1126/science.298.5593.556 

[24] Douglas R., The other half of the brain, Scientific American, vol. (21), No. 1/2:  pp 46-55, (2005).  
[25] Ghonaimy M.A., Al–Bassiouni, A.M. and Hassan, H.M “Leaning Of Neural Networks Using Noisy Data”. 

Second International Conference on Artificial Intelligence Applications, Cairo, Egypt, Jan 22-24, 1994. PP. 
387-399. 

[26] Ghonaimy M.A., Al–Bassiouni, A.M. and Hassan H.M "Learning Ability in Neural Network Model” Second 
International Conference on Artificial Intelligence Applications, Cairo, Egypt, Jan. 22-24, 1994, PP-400-413. 

[27] Hassan Mustafra, et al. “Analogic Non-Properly Prepared Teachers Versus Noisy Contaminated Optical 
Character Recognition Regarding Students’ Academic Performance, Adopting Artificial Neural Networks’ 
Modeling”. Published at the INTERNATIONAL JOURNAL OF MULTIDISCIPLINARY RESEARCH 
AND STUDIES ISSN: 2640 7272 Volume: 05; Issue: 04 (2022). Available online at: 
https://doi.org/10.33826/ijmras/v05i04.1 

  

 

 

 

 

https://doi.org/10.17758/DIRPUB14.DiR0723420 45

https://doi.org/10.1038/scientificamerican0309-46
http://www.ncation.org.uk/
http://www.sciam.com/mind-and-brain
http://www.musesmuse.com/art-graymatters.html
https://doi.org/10.1126/science.298.5593.556
https://doi.org/10.1126/science.298.5593.556
https://doi.org/10.1126/science.298.5593.556
https://doi.org/10.33826/ijmras/v05i04.1
https://doi.org/10.33826/ijmras/v05i04.1
https://doi.org/10.33826/ijmras/v05i04.1
https://doi.org/10.33826/ijmras/v05i04.1
https://doi.org/10.33826/ijmras/v05i04.1



