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Abstract: One of the important issues in data mining is data clustering that it is a type of unsupervised learning. 

Data sets are divided into sub-groups where the existing data are similar in each cluster. During the past years, 

many algorithms have been proposed for clustering applications such as Expectation Maximization (EM) 

algorithm and popular versions of K-Means. In this paper, we introduce these methods in detail and finally, 

compare them based on parameters such as convergence speed, efficiency in data set size and accuracy.   
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1. Introduction  

      Data mining is an approach defined as Knowledge Discovery of data in which clustering (subsets of points 

are similar) is a process for data examination. Here, we introduce some significant clustering algorithms such as 

the EM and the K-Means family. 

2. K-Means algorithm 

      K-Means algorithm [1] was introduced by MacQueen in 1967. It is one of the simplest unsupervised learning 

algorithms in data mining in which cluster formation is explained as follows: 

      In the first step, k  points are selected randomly as initial centers. In the second step, the distance between 

each point to all of these central points is calculated according to Euclidean distance. Then, clusters are formed 

and the mean of each cluster is calculated as a novel center for the clusters. Finally, the cycles is repeated until it 

is converged (the K-Means algorithm steps are shown in Figure 1).  
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Fig. 1: Flowchart of the K-Means algorithm 

3. EM algorithm  

       The EM [2] was introduced by Dempster in 1977. The EM is used in mixture models one of the most 

important of which is the Gaussians mixture model. The Gaussian Mixture Model (GMM) [3] is used to model 

multifaceted probability distributions where each model includes parameters such as mean, variance and weight. 
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The EM is a popular iterative approach which estimates the aforementioned parameters according to maximum 

likelihood estimate (MLE). It consists of two steps: Expectation (E-step) and Maximization (M-step). In the E-

step, membership probability of each point to a cluster is computed and in the M-step, the parameters are 

obtained for the next iteration using the parameters in the E step [4]. These steps are executed until it is 

converged, i.e., there is no change (as shown in equation 1). 
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       Where parameter vector  presents the above-mentoined parameters and   is a mixture model. Here, 

a data set  is introduced where  is a d-dimensional vectore measurement and 

 is the Gussian denesity function for the  mixture component where   is K-ary random 

variable representing the identity of the mixture component that generated . It is worth noting that  is 

introduced as the  membership weight for   and  is all mixture components .  

4. Enhanced K-Means Algorithm using Elbow Method 

        The K-Means algorithm problems are explained in [5] one of  which is the determination of  an optimal 

number of clusters. To overcome this problem, many methods have been introduced to improve K-Means. One 

of the newest K-Means family algorithms has been proposed in [6] named Elbow K-Means. The Elbow is a 

smart method used to find the number of clusters where percentage of variance is introduced as a function of the 

number of clusters [6]. As shown in Figure 2, curve credits in the chart and an existing angle in the chart are 

indicated as Elbow criteria, i.e., the number of clusters is chosen at this point. 

 
Fig. 2: Elbow method 

5. Enhanced K-Means Algorithm using Davis-Bouldin Index method 

      DBIK-Means algorithm is proposed in [7] in order to determine the number of clusters by the Davis-Bouldin 

Index (DBI). R ji, parameter is a measure for  suitable clustering schema. In this method, M ji,  parameter is the 

distance between i
th

 and j
th

 clusters centers and Si parameter is proposed as sum of the average distances from 

every point to  the center of cluster i  and the DBI[8] is defined as S i  and M ji, ratio as follows [7]: 
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For clearer separation for clusters properties are used according to the equations below: 
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6. Enhanced K-Means algorithm using Silhouette method 

      Silhouette method is suggested  in [9] to determine the optimum number of clusters in the K-Means 

algorithm. The Silhouette [10] is defined as equation 5: 
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 ia  is average distance between i  and other points of the cluster in terms of which i  belongs to the cluster and 

 ib is the minimum average distance i  and all of the points in each cluster that i  does not belong to [9]. 

Different values obtained are from -1 to 1 in this method as follows: 

 Zero value: an entity can be related to other clusters  

 Value is close to - 1: an entity is misclassified  

 Value is close to 1:   iS  is well clustered  

Finally, the best number of clusters is obtained by the largest average of the Silhouette. 

7. Enhanced K-Means algorithm using Calinski Harabaszed method 

      Calinski Harabaszed (CH) is introduced in [11] for  determination of  k  (the number of the clusters) value. 

This method is based on the relationship between two matrixes as between cluster scatter matrix (BCSM) and 

within cluster scatter matrix (WCSM). As shown in equation 6,  the trace BCSM is explained as sum of the 

distances squares between each cluster and the centroid of the data set and the trace WCSM is introduced as sum 

of distances squares between center and the existing pointes in each cluster [11]. It is worth noting that 
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8. Evaluation 

      As shown in Table 1, the clustering algorithms are compared on the basis of parameters such as convergence 

speed, data set size and accuracy. Convergence is an important factor in the aforementioned algorithms to show 

that an algorithm has not changed from one iteration to the next after every iteration. It is worth noting that the 

EM algorithm includes faster convergence speed than the methods and takes less time for execution. The 

accuracy parameter is used to represent the clustering quality where the EM algorithm shows higher accuracy 

than other methods. The data set size is addressed based on soft clustering and hard clustering issues. In hard 
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clustering, each point belongs to a cluster. However, in soft clustering each point can belong to several clusters 

with different probabilities. As shown in Table 1, the EM is used for large data sizes unlike the K-Means family 

because the EM has been proposed as soft clustering and the K-Means is hard clustering in data mining. In 

regard to the analysis of existing parameters, the EM algorithm is better than other methods.   

TABLE 1: Comparison of Clustering Algorithms  

Algorithms Accuracy Convergence speed data set size 

K-Means Low Very low Small 

EM High High Large 

Elbow K-Means Low Low Small 

DBIK-Means Moderate Moderate Small 

Silhouette K-Means Moderate Moderate Small 

CHK-Means Low Moderate Small 

    

9. Conclusion 
In this paper, the performance of the EM and the K-Means family clustering algorithms was compared according 

to parameters such as accuracy, convergence speed and data set size. The results indicated that the EM algorithm 

performs better compared to the K-Means family. 
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