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Abstract: with the development of diversity of marine data acquisition techniques, marine data grow 

exponentially in last decade, which forms marine big data. As an innovation, marine big data is a double-edged 

sword. On the one hand, there are many potential and highly useful values hidden in the huge volume of marine 

data, which is widely used in marine-related fields, such as tsunami and red-tide warning, prevention, and 

forecasting, disaster inversion, and visualization modeling after disasters. These fields requires efficient 

processing algorithm to analyze marine data with minimal time. Thus, to meet research challenges the 

manuscript firstly builds a fast and accurate classification algorithm using high dimensional data. Secondly, 

develop a novel distributed feature selection algorithm for analyzing various high dimensional data. Thirdly, for 

reducing classification time adopts Map Reduce and cloud computing framework. 
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1. Introduction  

Recently, the data volume all over the world is growing at an overwhelming speed, which is acquired by 

various devices with regard to Internet of Things and Social Networks. In this context, big data emerges and has 

been investigated extensively so far. In terms of marine field, countries around the world have launched several 

observing projects, for example, Argo [1], NEPTUNE-Canada [2], GOOS [3], OOI [4], IOOS [5], and so forth, 

and numerous marine observation satellites [6], [7]. Acquiringmarine data by various observing techniques leads 

to a sharp increase in data volume. For example, Argo [1] has set up four data centers and deployed up to 10231 

buoys all over the world, for real-time acquiring marine data like temperature, salinity, acidity, density, and 

carbon dioxide. Even one data center alone has to process 21954 profile data with 657 active buoys over the 

whole of last year [8], [9]. The different data collection devices result in various data as well as their format. We 

denote the diverse data provisions. A marine observation satellite emitted by NASA, named as Aquarius [6], 

records all the element of ocean circulation, temperature, and ingredient and sea surface height every 7 days. 

Statistically, the data volume collected by Aquarius within every 2 months amounts to that collected by survey 

ships and buoys in 125 years [6]. By the end of year 2012, the annual data volume had been up to 30 PB (1 PB = 

1024 ∗ 1024GB) maintained by NOAA and over 3.5 billion observational files would be gathered together from 

satellites, ships, aircrafts, buoys, and other sensors each day [7]. As all round marine observation systems and 

multiple observing techniques are widely put into service, data volume sharply increases, data type is greatly 

diversified, and data value is highly delivered, which forms marine big data. 

Marine big data contains great values and embodies giant academic appeal, which can be transformed into a 

rich set of information for people to learn, exploit, and maintain the marine. For example, after analyzing the 
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Argo data, it is found that the earth is seeking an intensification of global hydrological cycle [10]. Communities 

and species distribution can be determined by analysis of acoustic remote sensing data, which works as powerful 

scientific supportingevidence to maintain the marine ecological balance [11]. In addition, researches on 

forecasting and warning of undersea earthquake and tsunami can be successfully preceding, by analyzing 

observation data concerning seismic activity, faulting activity and midoceanic ridges acquired by Neptune 

project [12], [13]. In summary, marine big data supports forecasting and warning potential problems in the field 

of ecology, climate, and disasters and helps decision making. 

In order to maximally exploit the value in marine data, it is of great realistic and theoretical significance to 

study on the management of marine big data concerning data storage, data analysis, quality control, and data 

security.At present, almost all the existing researches concentrate on solving general issues about big data 

management. As a kind of typical big data,marine big data features massiveness, diverse data provisions, high-

dimension besides temporality, and spatiality, which brings exceptional challenges and problems. In terms of 

data storage, there are problems like weak scalability in storage system and dissatisfaction on timeliness. In 

terms of data analysis, there are still problems like slow processing speed and failure in real-time response. 

Slower adoption in the maritime industry: 

Even though big data has significantly benefitted industries such as finance, media, telecom and healthcare, 

its uptake by the maritime industry has been slow. According to a report by Ericsson, the maritime industry lags 

behind other transport industries in terms of its use of information and communications technology. Only a 

handful of marine companies currently leverage big data. 

There are several benefits that the industry can derive through the use of big data. The industry generates 

roughly 100-120 million data points every day, from different sources such as ports and vessel 

movements.Companies can analyze these data points to identify efficiencies such as quicker routes or preferred 

ports. Ultimately resulting in an extra 5 to 10% increase in performance. Thus, this work present an efficient 

High dimensional marine BigData and Machine Learning Model for building efficient marine navigation system. 

Research Contributionare as follows: 

• The proposed system will aid in reducing processing time and memory overhead in classifying large 

high dimensional data. 

• The proposed framework combines distributed feature selection methods and socio-eco safety models 

for efficient socio-eco safety analysis, which can reveal the valuable insights from the low-quality, high 

dimensionality, and huge-volume large socio-eco safety data. 

• The proposed clustering based distributed feature selection and classification algorithm to select and 

identify the important features of data aid in reducing processing time. 

• Further, the distributed feature selection and classification algorithm is implemented on distributed 

platform for real-time analysis of socio-eco safety high dimensional data analysis. 

• Along with, we conducted correlative and collaborative analysis simultaneously to explore the direct and 

indirect relations among between socio-eco safety and its response indicators based on the identified socio-eco 

safety features by varying dimension size. 

The rest of the paper is organized as follows. In section II the literature survey of various feature section and 

classification model to analyze high dimensional data is presented. The proposed distributed feature selection 

and classification model is presented in section III. In section IV the result attained by proposed distributed 

feature selection and classification model over existing model is discussed. The conclusion and future research 

direction of proposed research is discussed. 

 

2. Literature Survey 
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Extensive survey is carried out in this section to enhance the performance of classification model for 

classifying high dimensional data. Feature selection aims to process multidimensional data by detecting the 

relevant features and discarding the irrelevant ones. Effective feature selection can lead to reduction of 

measurement costs yet generate a better understanding of the original domain [14], [15]. With respect to 

different selection strategies, feature selection algorithms can be categorized into four groups, namely the filter, 

wrapper, embedded, and hybrid methods. The filter methods present the feature selection process independent of 

any classifier and evaluate the relevance of a feature by studying the characteristics of training data using certain 

statistical criteria. The correlation-based feature selection, consistency-based filter, information gain, relief [16], 

fisher score [17], and minimum redundancy maximum relevance are the most representative filter techniques. 

The wrapper methods integrate a classifier, such as SVM, KNN, and LDA, to select a set of features that 

have the most discriminative power. Representative wrapper feature selection methods include: wrapper C4.5, 

wrapper SVM, FSSEM, and ℓ1SVM. Other examples of the wrapper method could be any combination of a 

preferred search strategy and given classifiers. The embedded methods perform feature selection in the process 

of training and achieve model fitting to a given learning mechanism simultaneously. For example, SVMRFE 

trains the current features of the given data set by a SVM classifier and removes the least important features 

indicated by the SVM iteratively to achieve feature selection. Other embedded methods include FS-P, BlogReg 

and SBMLR. In summary, the filter methods, independent of any classifier, have lower computational 

complexity than wrapper methods yet with favorable generalization ability. Unlike filters, the wrapper methods 

are superior to filters in terms of classification accuracy, whereas they take more time due to the cost of 

expensive computation. The embedded methods, with lower computational cost than wrappers, are also 

integrated with classifiers, leading the risk of over-fitting. 

Due to the shortcomings in each method, the hybrid methods [18], [19], [20], [21], [22], [23], and [24] are 

proposed to bridge the gaps between them. However, the existing feature selection methods are incapable of 

being adapted to safety and economic analysis. Since they analyze the data through its inherent knowledge 

characteristics, they cannot identify the feature cointegration and intrinsic association between safety and 

economic indicators. Besides, the low-quality and huge-volume characteristics of these big data present great 

challenges when the existing feature selection methods are directly applied to process inductive analysis. 

In [25], [26], [27], [28], and [29] presented a model to bring a good performance tradeoff issues such as 

accuracy, memory and processing time. In [26], [27] addressed memory overhead issues considering high 

dimensional data. In [28], [29] overcome the processing time and accuracy issues but failed to address memory 

overhead issues in analyzing high dimensional data. In [30] they addressed processing time improvement and 

memory overhead issues by presenting a novel nearest neighbor classification algorithm. However, they 

considered only single dimension data. As a result, it cannot be applied to agro data which is multi-dimension in 

nature. 

3. Distributed feature selection and classification model for building efficient 
marine navigation system 

This work aims to overcome the above mentioned limitation of existing model and present a novel fast and 

accurate classification model of high dimensional data. This work aims to reduce the potentially huge set of 

candidate attributes produced by the preprocess layer to a small set of possible attributes, which are diverse and 

similar to the attributes in the original data set. However, there is no universal method for all problem settings, 

so we design a novel, systematic attribute selection approach for marine analysis. Our objectives of such an ideal 

approach are twofold such as parallel distributed clustering is generalized to select important attributes, and the 

attribute coordination based parallel clustering is designed to identify divergence ones. Thus, we can make full 

use of the divergence factors and their related important factors to mine the direct and indirect effects on marine 

development. 

3.1. System model: 
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The proposed model explore the hidden relations between safety (of marine, environment) and its response 

indicators from a new angle and extract the meaningful knowledge from large high dimension data in order to 

derive right insights and conclusions based on an innovative distributed feature selection framework that 

integrates advanced feature selection techniques and socio-eco safety methods.  

 First, in order to reduce the noise yet promote the data quality, we propose to use usability preprocessing, 

relative annual catastrophic computation, accident and growth rate computation and normalization techniques to 

clean and transform the collected large high dimensional data.  

 Then, to distill the features related to socio-eco safety development from high-dimensional socio-eco 

safety data, distributed feature selection methods are proposed to quickly partition the importance of given 

socio-eco safety indicators.  

 After that, the relations between response indicators and economic growth can be established by 

conducting correlative and collaborative analysis.  

 Further, for enhancing speed of classification we adopt MapReduce framework such as 

HadoopMapReduce framework or any other open source Map Reduce framework. 

3.2. Attribute selection and classification method: 

For marine analysis, some records may be related to other records and some indicators can be represented by 

the combination of other indicators. Therefore, by approaching correlation analysis on economic data, the 

important and representative records and indicators can be identified. Distributed feature selection and 

classification (DFSC) algorithm, a density-based clustering algorithm, is a favorable method to investigate the 

correlations between data samples. It assumes that each data point is a potential cluster center and calculates a 

measure of the likelihood based on the density of surrounding data points. In this way, it can construct the 

relationships among all the data points. When decomposing the relationships to a same attribute, the contribution 

of the attribute to preserve the relationships can be achieved. According to this idea, we use DFSC to identify the 

important indicators for marine analysis. 

The aim of this work is to establish the analytical models for marine life development so that the hidden 

patterns of marine and the correlations between marine and its response indicators can be captured. In this work, 

we describe the construction of marine life models in details based on the important and representative attributes 

identified by the proposed feature selection method at first. Then the relationships between marine life growth 

and its response indicators are discussed. 

The architecture of proposed model is shown in below figure 1. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Architecture of proposed real-time efficient marine navigation system 
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The architecture is composed of module such as Hadoop Map Reduce (HMR) framework module: Hadoop 

is a distributed computing platform that perform feature selection and classification task in distributed manner. It 

takes input dataset (marine) from user for performing classification. The HMR is composed of Map and Reduce 

phase. In Map phase it read all input data and divide it into chunks of small data and perform execution parallel 

across different virtual machine. Post completion of Map phase Reduce phase is initialized. In this phase it reads 

the output of map phase and aggregate the classification output and store it in Hadoop distributed file system. 

Detail of HadoopMap Reduce execution can be obtained from [12]. The algorithm to perform distributed 

classification is shown in Algorithm 1. 

Algorithm 1: Building Distributed feature selection and classification model using MR framework on 

HadoopHDInsight cluster 

Input: Marine data, KeyValPair 

Output:  

Step 1:   

Step 2:  read chunk of the marine data   with respect to function   using HDFS. 

Step 3: construct key in parallel manner on each computing nodes with marine data   and keyValPair  

Step 4:   // Synchronize all computing nodes. 

The proposed DFSC method is built by dividing the data points at each stages into diverging influence of 

feature selection unique area using k-mean clustering. Post clustering, the same method is iteratively applied to 

the data points in a location area. The iterative computation is terminated when number of data points of an area 

is lesser than diverging influence of feature selection. The proposed feature selection and classification model is 

presented in Algorithm 2. 

Algorithm 2: Distributed feature selection and classification model 

Input: Marine dataset feature, diverging influence of feature selection, maximum iteration, center selection 

strategy to be applied. 

Output: Clustering tree. (Classification output) 

Step 1:if marine dataset is a set of diverging influence of feature selection then 

Step 2:    build terminal node with feature points in marine dataset feature 

Step 3:else 

Step 4: choose diverging influence of feature selection data points from marine dataset feature using center 

selection strategy. 

Step 5:    Set Converged to false 

Step 6:    Set Iterations to Zero 

Step 7:while converged = false&& iteration<maximum iteration do 

Step 8:  cluster the feature points in marine dataset feature around closest centers   

Step 9:   averages of clusters in cluster the feature points in marine dataset feature around closest 

centers. 

Step 10:if  then 

Step 11:          Converged is set to true 

Step 12:end if 

Step 13:    

Step 14:      iterations iteration + 1 

Step 15:end while 
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Step 16:for each cluster  do 

Step 17:         build non-terminal node with center   

Step 18:         Continuously apply clustering method to the feature points in   

Step 19:end for 

Step 20:end if 

The number of cluster to be considered for dividing the data at each node is a feature/attribute of the 

algorithm, known as the diverging influence and selecting number of cluster is significant for attaining good 

classification outcome. Another parameter of proposed DFSC algorithm is maximum iteration, which depict the 

maximum iteration to perform clustering process. Considering smaller iteration aid in reducing clustering time at 

the cost of accuracy. However, the proposed clustering will aid in attaining good convergence with minimal time 

which is experimentally shown below. 

4. Experiment Result and Analysis 

This section conducted experiment to evaluate the performance of DFSC model over existing classification 

model [30] in terms of computation time and memory overhead for performing analysis on raw unstructured 

high dimensional data into understandable and useful form. The result obtained is shown in Table I. The result 

shows ANN attain better performance than Random classification model. As a result, we compare proposed 

outcome performance improvement over ANN classification model [30]. The DFSC-Local classification model 

reduce computation/processing time and Memory overhead by 32.78% and 49.27% over ANN based 

classification method, respectively. Similarly, DFSC-Hadoop classification model reduce processing time and 

Memory overhead by 95.82% and 65.21% over ANN based classification method, respectively, and attain 

speedup performance of 16. Further, experiment are conducted to evaluate the effect of dimension size on 

classification performance which is shown in Fig. 2. We have varied the size of dimension as 4, 6, 8, and 10and 

evaluated the classification outcome in terms of processing time and Memory overhead. The experiment 

outcome shows when dimension size is increased the processing time and memory overhead increases. The 

overall result achieved shows scalable performance of DFSC model compared with existing classification model. 

 

TABLE I: Proposed feature selection and classification algorithm performance evaluation over existing algorithm 

Algorithm Computation/

Processing time (s) 

Memory 

overhead 

Speedup 

ANN 

classification 

model [30] 

52.5 0.069 14 

DFSC-local 

classification 

model 

35.29 0.35 - 

DFSC-Hadoop 

classification 

model 

2.19 0.24 16 
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Fig. 2. Perforamnce evaluation of considering varine marine dta dimension size. 

5. Conclusion 

In this work we have proposed a novel feature selection based framework, aiming at effective and efficient 

analyzing the socio-eco safety marine data. In particular, it tries to learn the important features from the high-

dimensionality, huge-volume, and low-quality socio-eco safety data for socio-eco safety marine model 

construction. Experiment is conducted on marine dataset and evaluate the performance of proposed DFSC model. 

The DFSC model attain better performance than in terms of reducing processing time and memory overhead 

when compared with existing model. The DFSC model reduces processing time by 32.78%, and memory 

overhead by 49.27% on local computing node over existing ANN classification model. Similarly, the DFSC 

model reduces processing time by95.82%, memory overhead by 65.21% over existing ANN classification model 

on parallel computing framework namely HadoopMapReduce framework. Along with, attain a speedup of 16. 

The overall result attain shows efficiency of proposed model. The future work would consider performance 

evaluation considering more dynamic dataset. Along with consider enhancing classification model and also 

consider different parallel computing model. 
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