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Abstract: In this research study, a computer vision based system has been designed for the purpose of the 

operation of a robotic system by using hand gesture. Human robot interaction is one of the most important issue 

especially in robotics. During the studies hand gesture images have been collected by using a camera. Six tasks 

have been defined for the purpose of the operations on a robotic system. Moment invariants have been used as a 

feature to classify the commands given by the hand gesture. Then, a neural network has been designed based on 

the classification of the hand gestures, which refer to defined tasks. At the end by using obtained weights the 

designed neural network has been integrated to the prepared computer vision software towards the operation of 

a robotic system. The obtained results and implementations of the algorithms have been presented in the paper.  

Keywords: Human robot interaction, image processing, hand gesture recognition. 

1. Introduction  

Hand gestures are one of the most important issues in the human robot interaction. On the same way hand 

gestures are also used as significant techniques in human computer interaction. It can be used in many 

applications, such as human computer interaction, tele-operated robots vision based control of robots and etc. 

Hand gestures can be collected based on using a special glove or based on computer vision techniques to 

develope these applications [5]. Specific gestures of interest may be identified from the corpus of gestures and 

specific commands can be obtained for the execution of some actions belonging a robotic system [6]. The 

designed hand gesture recognitions systems can be used in human computer interaction or human robot 

interaction by using computers or any of embedded systems for the real-time implementation.  

Recently, hand gesture recognition applications are used by the researchers in many robotic applications. 

Mobile robots have the ability to move around in their environment and they are not limited in one physical 

location [8]. In the human-interaction hand gesture recognition takes a significant role because of the fact that 

hand gestures are naturally a powerful way of communication, and they can be used in the remote control of 

robots [9]. In the interpretation of the hand gestures for human robot interaction two approaches have been 

commonly used that are gloved-based and vision based methods. Glove based methods requires wearing a 

cumbersome contact devices and there is generally carrying a load of cables which connect the device to 

computer [10]. Furthermore, visual servoing may be more concerned to gesture and interpretation of the 

environment [11, 12].  There are many ways concentrating on the different parts of body to recognise gestures 

by using computer vision techniques. One of these ways is the evaluation of the usage of pointing gestures for 

the location of the objects. This approach is based on different feature maps such as intensity, edge, motion and 

disparity which are valuable information to track the head or hands [13, 14]. As an example to another way 
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Davis et al. presented a study based on the two dimensional locations of the fingertips and palms [15]. Ghosh et 

al. presented a study about static hand gesture recognition system based on using mixture of features and support 

verctor machine (SVM) classifier. They extracted localized contour sequences and block based features to 

propose a novel mixture of features [7].  

In this paper, a vision based system has been designed for the control of a robotic system. Some tasks have 

been determined at the beginning and a hand gesture recognition system has been designed by using a neural 

network classifier. Moment invariant have been used as a feature extraction technique. Six different tasks have 

been described to be classified. All used image processing algorithms and classification design have been 

explained in the paper. Image Processing 

2. Image Processing 

The related image processing algorithms have been given in this section. The software has been developed 
by using C++ programming language. OpenCv library has also been used during the development of codes.  
 

 
 
 

 

 

 

 

 

  

 

Fig.1 The block scheme of the designed vision based control of a robotic system. 

2.1. Low-Level Image Processing Algorithms 

An experimental captured image was a 256 colored gray image. In the developed software initial image was 

reduced down to 250x250 pixels to decrease the process time. To remove the various types of noise in digital 

images spatial filters can be applied. These spatials are apllied on images based on using some matrixes ranging 

from 3x3 to 11x11.  A median filter was used in this study to remove undesirable effects due to the noise and 

some other effects. Noise reduction is significant in this study since moment invariants are very sensitive to the 

noise. The block scheme of the designed vision based system has been presented in Fig. 1. 

2.2. Intermediate Level Image Processing Algorithm 

In intermediate level processing, edge detection can be categorized. The aim of using edge detection is to 

simplify the hand gesture image but to have more meaning full image since the edges are known as basic image 

features carrying useful information regarding the object boundaries. Edge detection algorithms are also used to 

find complicated boundaries belonging objects based on marking the potential edge points, which correspond to 

the points in the image where there are changes in brightness [16]. Among the large number of edge detection 

algorithms, Sobel algorithm working based gradient is used due to its popularity on computational simplicity [3]. 

The gradient based edge detection methods detects the edge points based on searching for the maximum and 

minimum points in the first derivative of the image. 
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2.3. High Level Image Processing Algorithms 

Classifications of hand gestures have been mainly aimed in this section. Moment invariants have been used 

here as a descriptor to classify hand gestures. For each hand gesture image class many images have been 

collected to set up a database for the preparation of training and test for the neural network. The backpropagation 

error learning algorithm has been used to train the neural network. After the training of neural network the 

obtained weights have been used in the main program to get the hand gesture class information. Sample captured 

images with their edge images belonging six hand gesture classes have been shown in fig.2.  

      

      

(a) Task 1 (b) Task 2 (c) Task 3 (d) Task 4 (e) Task 5 (f) Task 6 
 

Fig. 2 Sample captured images with their edge images belonging six hand gesture classes 

3. Neural Network Design 

A neural network is a technique, which seeks to build an intelligent computer program based on using 

models simulating working neurons in the human brain. The neural network are used to perform computations 

on computers that includes different neurons connected to the other neurons with synaptic weights for the 

simulation of the human brain. Researchers have been dealing with that these neurons are responsible for the 

human ability to learn and it in this sense that a neural network to achieve machine learning is simulating 

physical structure. The duty of each of these computational units are computing some function of its inputs and 

transmits the results to the joined process elements in the network [17, 18, 19]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. The topology of the designed neural networks 
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The neural networks were trained using the MATLAB neural-network toolbox. A conventional 

backpropagation algorithm using a threshold with a sigmoidal activation function and a gradient-descent 

learning algorithm was employed [21]. The momentum coefficient, learning rate, and number of neurons in the 

hidden layers were determined experimentally. The topology of the designed neural networks has been given in 

fig. 3.  

During the training in Matlab „trainbr‟ function has been used. Trainbr is a neural network training function 

based on updating the weights and bias values according to Levenberg-Marquardt optimization. It is minimizing 

a combination of squared errors and weights, and then determining the correct combination, therefore, it 

produces a network which is generalizing well. This process is called as Bayesian regularization [20]. For 

training in this study, 420 data has been prepared regarding six different hand gesture images. Seventy data for 

each hand gesture image has been put into the learning set. These values were recorded in a file to form the 

learning set for the network. On the other hand, 180 data in other words 30 data for each hand gesture image has 

been prepared for the test set of the neural network. The test dataset is a part of the input dataset used to test how 

well the neural network will perform on new data. The error is computed as the mean squared error (MSE). The 

training parameters and test results are presented in Table 1. 

Table 1 Training parameters and test results from the neural networks. 

Number of neurons in input 7 

Number of neurons in input 6 

Activation function Tangent sigmoid 

Number of neurons in hidden layer 50 

Range used for number of neurons in hidden layer [20-50] 

Number of epochs 12 

Sample size in training set 420 

Sample size in validation set 20 

Sample size in test set 180 

MSE values for training set 0.00851449 

MSE values for validation test 0.0219872 

MSE values for test dataset 0.0154130 

4. Results and Discussions 

The experimental works have been implemented by using a web camera on a labtop. Six different hand 

gesture images have been collected firstly offline. 110 images for each selected hand gesture classes have been 

collected in different rotation, orientation and scale. 660 images have been used totally and moment invariant 

values have been computer by using these images to set up the dataset.  420 of them have been used to set up 

training set data. 180 images of each hand gesture have been used for the  test set of the neural network and 

remaining 60 images have been included in test and validation set equally. The training and testing performances 

of the neural network have been given in Table 2. In the training set each task have been recognized with the 

performance of greater than %99. On the other hand, for the test set the recognition rate is also recognized with 

the success rate greated than % 99.   

Table 2. Training and testing performances o the neural network 

 Training performance Test performance 

Task 1 99.9888 99.98985 

Task 2 99.9689 99.9153 

Task 3 99.9881 99.98986 

Task 4 99.9871 96,64568 

Task 5 99.9882 99,995 

Task 6 99.9694 99.14305 
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      The moment invariants are sensitive to the noise and other effects since they are calculated based on the 

geometric centroid. In Fig. 4. the hand gesture images have been given with arm and without arm including 

centroid point. It is seen in the figures the centroid point is affected because of the arm. That is why to increase 

the success of the recognition rate the images have been taken as much as hand gesture by cutting the arm in the 

image.  

  
 
 
 
 
 

(a)                                                                              (b) 

Fig. 4. The centroids on the images with arm (a) and without arm (b) 
      The neural network predictions are obtained around one since digital coding has been coded to define the 

classes. The outpus of the neural network have been accepted as based on the selected threshold value, which is 

0.70. It means any output higher than 0.70 has been accepted as 1. To say something about the process times, 

image acquisition has been done based on 27 frames per second. Capturing hand image and processing to find 

the hand gesture class information has been implemented in this period. The new image capture has been done 

when the new hand image is in the work area. As seen above the results have been satisfactory and the response 

time is quick to be used in human robot interaction.   

5. Conclusion 

In this study, a vision based hand gesture classification system has been designed to command a robotic 

system by using neural networks as a human robot interaction application. Based on data mining techniques 

moment invariants have been selected and used as a feature extraction technique. 99 percent classification rate 

has been observed for the test set for any given hand gesture image. As much as possible getting the hand 

gesture area segmented from the arm is increasing the classification rate since the arm image is affacting the 

centroid point, which is critical in the computation of moment invariants. The response of the designed system is 

very quick in microseconds, that is why the proposed solution system may be used in any robotic system for the 

operation, where the speed is required. As a future study, some other feature extration techniques or classifiers 

can be used to obtain hundred percent successful classification rate. 
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